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ABSTRACT 
This work comes within the scope of a multidisciplinary study aimed at validating the hydrological 
simulations of the Canadian regional climate model over Quebec (Canada). Snow cover is a key 
factor in the modelling process. Because of their low density, conventional local observation net-
works do not provide enough accurate data to map snow cover on a large scale and with an ade-
quate spatial resolution for regional climate modelling. Alternatively, this is easily feasible using 
visible and infrared satellite imagery. However, available satellite snow cover products are unus-
able for our special needs, because they either have an inadequate spatial resolution or too short 
observation series.  

The objective of this study was therefore to develop an automatic algorithm for snow cover extent 
mapping using data from the AVHRR sensor on board NOAA satellite series, which allows monitor-
ing the space-time evolution of snow cover extent over a long period of time and with a “fine” spa-
tial resolution (1x1 km2). Snow cover extent mapping results were validated against in situ snow 
occurrence observations. The algorithm was tested over the province of Quebec (Canada) for 
three specific periods: 1998-1999, 1991-1992 and 1986-1987. The algorithm identifies surface 
class (snow/no-snow) with an average total success rate of 87%. The algorithm performances 
were higher in snow detection (90%) than they were for no-snow surfaces (82%). 
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INTRODUCTION 
This work lies within the scope of a multidisciplinary study aiming at validating the elements of the 
hydrological cycle of the Canadian regional climate model simulations (CRCM) over Quebec (Can-
ada) (1). These simulations, carried out over a 20 years’ period (1979-1999), aim at examining the 
annual and inter-annual hydrological budget on a dozen of catchments. Snow cover is a key factor 
in the modelling process of the hydrological budget as well as of the climatic changes. The remote 
sensing component of the project is interested in exploiting the satellite data in order to validate 
CRCM simulations of the snow cover characteristics (i.e. snow cover extent), which are impossible 
to validate using the conventional in situ snow observations. 

Satellite data in the visible and the infra-red spectrum as well as in the passive microwaves repre-
sent an alternative source of information on snow cover. Various satellite snow products have 
been available since the middle of the 1960’s and for some they are available in real time and 
online (2). However, their quality varies considerably according to the sensor and the platform 
characteristics, to image processing procedures and to snow classification techniques (3). Conse-
quently, these operational products cannot be used for the validation of the CRCM simulations 
because of the limited spatial extent for some, of the coarse spatial resolution for others and/or of 
the non-availability of a continuous and homogeneous series of observations covering the targeted 
period (1979-1999). For example, the snow maps produced by National Operational Hydrological 
Remote Sensing Center (NOHRSC) (2), of a resolution of 1 km, have a limited space cover. Those 
produced by the National Environmental Satellite Data and Information Service (NESDIS) did 
reach a suitable resolution (<10 km) only after 1997 (4). As for the maps produced using MODIS 
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images (500 m), they have been available only since the end of 1999 (5). In addition, the coarse 
temporal resolution and the small extent of the scene of high-resolution satellites limit their use in 
the temporal monitoring of snow cover on a regional scale (5). 

Consequently, it was decided to explore the potential of NOAA-AVHRR data for the space-time 
monitoring of snow on ground and to produce snow cover extent maps. In future study, these maps 
will be used to validate CRCM simulations. Among the 20 years concerned by the study (1979-
1999), six winter seasons were appointed to be used in the validation process. Among them, three 
winters were selected for the exploration of the sensor potential and the development and valida-
tion of the initial approach, namely 1986-1987, 1991-1992 and 1998-1999. 

DATA AND METHODS 
At first, an automatic algorithm of snow mapping using AVHRR data was developed for the studied 
region while being based on the published methods and algorithms detailed hereafter. Then, the 
mapping results were validated using ground observations of snow occurrence. 

Satellite data 
The images come from the AVHRR sensor on board of the NOAA satellite series (6). In order to 
monitor the evolution of snow cover, especially during snow setting and melt phases, the daily im-
ages from 1 October to 15 December and from 1 April to 31 May of each of the three periods were 
used. The images at the beginning of the afternoon were privileged, since they are less sensitive to 
variations in topography and in illumination conditions effects. Only the images presenting a mini-
mal cloud cover were retained (164 images out of the 411 initially identified). These selected im-
ages were used for calibration and validation of the snow cover extent mapping algorithm. 

Rough AVHRR data were calibrated and radiometrically corrected. The calibration procedure takes 
into account the temporal variation of the calibration parameters of the sensor (7). Visible and near 
infra-red data (bands 1 and 2) were converted into albedo (A1 and A2). Mid and thermal infrared 
data (bands 3, 4 and 5) were converted into brightness temperatures (T3, T4 and T5). Bands 1 
and 2 data were standardized according to the illumination conditions (solar zenith angle and 
Earth-Sun distance corrections). The images have not been corrected for atmospheric effects due 
to the lack of ancillary atmospheric data and to the difficulties in applying these corrections to an 
important data series. The images were corrected geometrically using satellite orbital data. Finally, 
a sub-region (82°30'W, 58°N; 60°W, 46°N) covering the territory studied was extracted from each 
image (Figure 1). 

Snow mapping algorithm 
Several techniques using visible and infra-red satellite data were applied successfully for snow 
mapping: supervised spectral classification (8), artificial neural networks (9), segmentation tech-
niques (10) or sub-pixel modelling (11). However, these techniques are less effective on a regional 
or global scale, since they require an intensive effort for their calibration and their application. Con-
sequently, for snow monitoring studies on a large scale and over a long period of time, classifica-
tion approaches using hierarchical thresholds are more appropriate because of their simplicity, 
transparency and speed (12). 

Various threshold algorithms applied to AVHRR imagery were proposed (13,14). The thresholds 
are based on the differences in the spectral response of terrestrial surfaces in the AVHRR bands. 
They are obtained empirically and differ from an algorithm to another. They are applied to the en-
tire image pixel by pixel in a sequential way. The classification algorithm developed in the present 
study was inspired by that proposed by Voigt et al. (15). It is a threshold algorithm designed to dis-
tinguish three categories: snow, no-snow and clouds. It consists of a combination of 6 sequential 
thresholds. The thresholds go from the least restrictive to the most severe. A pixel which succeeds 
in passing through all the thresholds, is classified as snow, if it is not categorized either as clouds 
or no-snow (Figure 2). 
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All threshold algorithms employ reflectance in band 3 of AVHRR (3.7 µm) as separation criterion 
between snow and clouds. In fact, in band 3, snow-covered surfaces are characterized by a lower 
reflectance than low clouds made of water droplets. This is less true for the ice clouds. However, 
reflectance in band 3 is not directly available in AVHRR data. Kongas et al. (16) proposed to use 
the temperature difference T3-T4 as an estimate of band 3 reflectance. This latter method was 
applied in this study. Hence, the threshold using the band 3 reflectance is different from that pro-
posed initially by Voigt et al. (15).  

 
Figure 1: Extent of AVHRR sub-images and localization of the meteorological stations used in the 
temporal validation of the classification results. 

To calibrate the algorithm, pixel samples were extracted from each selected image, above areas 
belonging to the three surface categories present within the scene. These areas were identified 
visually and delimited manually. Thereafter, radiometric data (T4, ∆T45, NDVI, ∆T34 and A1) of 
the samples from all selected images were put together and their percentiles were calculated. The 
percentiles were used to build the values of the algorithm thresholds. The value of a given thresh-
old is fixed to the percentile that allows separating the snow pixel from the other classes. 

For each period, two dates were chosen for the spatial validation of the snow map produced by the 
AVHRR: one during the snow cover setting period (at the end of October) and the other for the 
period of snow melt in spring (at the end of April). Moreover, these dates were selected because of 
the presence of the three surface categories as well as relatively weak cloud cover. For the six 
selected dates, ground snow occurrence recorded at a certain meteorological station operated by 
Environment Canada was compared to the results of AVHRR image classification. Ground snow 
occurrence was deduced from snow observations recorded at the meteorological stations (a sta-
tion was considered snowfree when the snow depth value was nil). Also, snow occurrence obser-
vations at 15 meteorological stations during all three winter seasons were used for the temporal 
validation of the classification algorithm (Figure 1).  
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Figure 2: Flow chart of the sequential hierarchical classification algorithm of AVHRR images (in-
spired by Voigt et al. (15)). To be identified as snow, a pixel must have a T4 value lower than the 
maximum snow temperature. If not, the pixel is classified as no-snow; the pixel must also have a 
T4 value higher than the minimal snow temperature could have. If not, the pixel is classified as 
clouds (usually colder than snow); the pixel must have a temperature difference (T4-T5) lower than 
that of cirrus cover. If not, the pixel is classified as clouds; the pixel must have an NDVI value lower 
than the maximum which snow could have. If not, the pixel is classified as no-snow; the pixel must 
also have a temperature difference (T3-T4) lower than the maximum value than snow could have. 
If not, the pixel is classified as clouds; and the pixel must have a value of reflectance A1 higher 
than the minimal snow value. If not, the pixel is classified as no-snow. 
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Ground observations corresponding to images acquisition time were compared to the occurrence 
of snow class within 3x3 pixels windows centred on each station. The total success rates of the 
classification, the omission and commission errors (matrix of confusion) and the respective values 
of the Kappa coefficient K were therefore calculated. When 50% or more of the 3x3 pixels windows 
was identified by the algorithm as cloudy, the results for the corresponding station were excluded 
from the comparison. 

RESULTS 
Comparison tests (Student test) carried out on the data extracted above the sampling areas 
showed that the radiometric characteristics of the various surface categories differ significantly 
depending on whether it is a matter of autumn or spring images. Consequently, we built two ver-
sions of the algorithm: one for autumn and another for spring.  

The first and the second thresholds correspond (T4) to the 99th and the 1st percentile, respectively 
of the T4 temperature observed above the samples of snow-covered pixels. It should be noted that 
temperature values are higher in spring than they are in autumn. This reflects the mild conditions 
during the snow melt period. The third threshold (∆T45) value, however, is temporally stable. The 
value of this threshold was established at 2°K, a typical value used to detect the majority of the thin 
cloudy veils. As for the fourth threshold (NDVI), its value corresponds to the 99th percentile of 
NDVI of pixels belonging to snow class. The fifth threshold (∆T34) represents the principal dis-
criminant between snow and cloud classes. However, this threshold does not make it possible to 
precisely separate between snow-covered surfaces and ice clouds, which are more frequent to-
wards the end of the autumn. For this reason, the value of this threshold was fixed for the autumn 
period at a more severe level: 95th percentile against the 99th percentile for the spring images. 
The value of the sixth threshold (A1) being used to separate snow from no-snow pixels was estab-
lished at the 1st percentile of the albedo in band 1. This is based on the fact that the pixels without 
snow have a reflectance level in band 1 lower than that of the snow-covered pixels. Table 1 pre-
sents the threshold values thus obtained.  

Table 1: Thresholds of the AVHRR images used in the classification algorithm. 

Threshold Parameter Autumn Spring 
1 T4max 274.9 K 289.3 K 
2 T4min 240.2 K 254.2 K 
3 ∆T45max 2 K 2 K 
4 NDVImax 0.14 0.19 
5 ∆T34max 7.4 K 11,3 K 
6 A1min 22.8% 12.1% 

 
Figure 3 shows the extent of the snow cover produced for each of the three studied periods and for 
each of the two appointed dates. In spite of the presence of clouds during the six dates, it is possi-
ble to clearly distinguish the snow front-line. Thus, by comparison with the snow extent during the 
1998-1999 season, which represents an average year according to the winter season length, the 
1986-1987 winter season was shorter. It seems that in 1987 snow melting started much earlier 
than in 1999. Indeed, although the snow front-line was on the same level in October 1987 and 
1998, the snow front-line was much more to the north at the end of April 1987 than it was in 1999. 
As for the 1991-1992 period, the winter season shifted as compared to the 1998-1999 season: 
snow cover was established later in autumn and disappeared later in spring. Thus, at the end of 
October 1991, the snow front-line was still far in the north. At the end of April 1992, areas that 
should normally be snow-free in this period of the year were still covered with snow. 
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Figure 3: Snow cover extent maps obtained using the 6 AVHRR images selected during the snow 
setting and melting periods (blank lines in October’s 1998 and 1991 maps are due to missing lines 
in AVHRR images). 
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Visual examination of the snow mapping results for the six dates appointed for the spatial valida-
tion (Figure 3) shows the capacity of the algorithm to reproduce the spatial variability of snow and 
no-snow surface categories as well as its capability to seize the inter-annual differences between 
the three seasons studied. However, careful examination of Figure 3 shows that the algorithm 
generates a certain confusion between snow and clouds. This appears clearly for example in the 
April 27, 1992 map: in the extreme south-west of the territory, a cloudy band was confused with 
snow. The examination of the mapping results of all dates (not presented here) shows that in spite 
of the use of the fifth threshold (dedicated to the distinction between clouds and snow) the algo-
rithm identifies high clouds as snow. Generally, these clouds are made of ice crystals. Also, if there 
are two layers of superimposed clouds, the shade which the upper layer throws on the lower one is 
in certain cases classified wrongly as snow. It was proven that the difference in temperature (T3-
T4) for shaded clouds is lower than the value selected of the fifth threshold particularly in spring 
(which is less severe than the value for autumn period) (Table 1). This means that the value of this 
threshold should be diminished in order to take account of these particular cases. 

Table 2 compares results between the ground snow observations corresponding to the acquisition 
dates and the occurrence of the snow class inside the 3x3 pixels windows centred on each mete-
orological station retained for the spatial validation. The number of meteorological stations varies 
from one period to another. 

According to classification results (Table 2), the algorithm correctly identified the surface class 
around meteorological stations with success rate of 73% in the worst case and 97% in the best 
case in the absence of clouds. This corresponds to a classification quality going from acceptable 
(K=0.44) to very good (K=0.87). However, certain sites under snow cover were incorrectly classi-
fied with an omission error sometimes exceeding 60%. This is explained by the relatively low num-
ber of sites under snow cover available for the analysis compared to the number of sites belonging 
to the snow-free category. 

It should be noted that the results obtained for the six selected dates (Table 2) are biased even if 
they were calculated using a high number of meteorological stations. Indeed, most of these sta-
tions were located in the south-western part of the territory while only few stations were available in 
the north and the north-west (Figure 3). This artificially favours the classification results for the no-
snow category to the detriment of the snow class, since the latter was underrepresented in the 
reference data set. 

Table 3 presents the classification results compared with snow observations at the 15 temporal 
validation stations illustrated in Figure 1. For all stations, approximately 50% of the dates were 
contaminated by clouds, and this was more important in autumn. For the remaining dates, the 
classification algorithm correctly identified the surface conditions around all stations in 87% of the 
cases. This corresponds to a very good classification quality (K=0.72). It should be noted that the 
classification results of the snow class agree very well with the ground observations with a success 
rate for this class of about 90%. On the other hand, the performances of the algorithm to identify 
the no-snow class are weaker. These results show a slight tendency of the algorithm to underesti-
mate the presence of the no-snow class. This was more important for the snow melting period 
where the no-snow class was correctly identified with a success rate of 79% compared to 86% 
during the autumn period. The tendency of the algorithm to underestimate the no-snow class is 
explained by the fact that snow is more metamorphosed (denser and with larger grain size) in 
spring than at the beginning of the winter season (fresh snow, fine grains). It results in a decrease 
of the snow reflectance increasing, by the way, the risk of confusion with surfaces without snow. 
This appears clearly in the value of the sixth threshold of the algorithm which does not differ from 
the value of the 1st percentile of snow reflectance in the red channel. This threshold responsible 
for separation between snow and no-snow is half a value lower in spring than in autumn (Table 1). 
Therefore, in order to increase the detection success rate of the no-snow category, it would be 
reasonable to raise the value of this threshold. 
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Table 2: Classification results of the six AVHRR images compared with snow observations at me-
teorological stations.  

Classification results 
26 October 1998  

Snow No snow Cloud† Total Omission Success 
Snow 4 1   5 20% 80% 
No snow 0 28   28 0% 100% 
Cloud     1 1   

Ground ob-
servations 

Total 4 29 1 34   97% 
Commission 0% 4%    Kappa=0.87 

Classification results 
30 April 1999 

Snow No snow Cloud† Total Omission Success 
Snow 7 2   9 22% 78% 
No snow 2 20   22 9% 91% 
Cloud     3 3   

Ground ob-
servations 

Total 9 22 3 34   87% 
Commission 22% 10%   Kappa=0.69 

Classification results 
29 October 1991 

Snow No snow Cloud† Total Omission Success 
Snow 4 7   11 64% 36% 
No snow 0 64   64 0% 100% 
Cloud     28 28   

Ground ob-
servations 

Total 4 71 28 103   91% 
Commission 0% 10%   Kappa=0.49 

Classification results 
27 April 1992 

Snow No snow Cloud† Total Omission Success 
Snow 18 6   24 25% 75% 
No snow 11 27   38 29% 71% 
Cloud     42 42   

Ground ob-
servations 

Total 29 33 42 104   73% 
Commission 38% 18%   Kappa=0.44 

Classification results 
26 October 1986 

Snow No snow Cloud† Total Omission Success 
Snow 3 5   8 62% 38% 
No snow 1 94   95 1% 99% 
Cloud     14 14   

Ground ob-
servations 

Total 4 99 14 117   94% 
Commission 25% 5%   Kappa=0.47 

Classification results 
28 April 1987 

Snow No snow Cloud† Total Omission Success 
Snow 3 0   3 0% 100% 
No snow 3 22   25 12% 88% 
Cloud     87 87   

Ground ob-
servations 

Total 6 22 87 115   89% 
Commission 50% 0%   Kappa=0.61 

† : In the absence of ground observations on the cloud cover, the pixels classified as clouds were not in-
cluded in success rates and Kappa coefficient calculation. 
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Table 3: Classification results of all retained AVHRR images compared with snow observations at 
15 validation meteorological stations. 

Classification results All dates: 
1986, 1991 and 1998 Snow No snow Cloud† Total Omission Success 

Snow 479 53  532 10% 90% 
No snow 57 255  312 18% 82% 
Cloud   960 960   

Ground ob-
servations 

Total 536 308 960 1804   87% 
Commission 11% 17%   Kappa=0.72 

Classification results Autumns: 
1986, 1991 and 1998 Snow No snow Cloud† Total Omission Success 

Snow 169 19  188 10% 90% 
No snow 17 102  119 14% 86% 
Cloud   389 389   

Ground ob-
servations 

Total 186 121 389 696   88% 
Commission 9% 16%   Kappa=0.75 

Classification results Springs:  
1987, 1992 and 1999 Snow No snow Cloud† Total Omission Success 

Snow 310 34   344 10% 90% 
No snow 40 153   193 21% 79% 
Cloud     571 571   

Ground ob-
servations 

Total 350 187 571 1108   86% 
Commission 11% 18%   Kappa=0.70 

† : In the absence of ground observations on the cloud cover, pixels classified as clouds were not included in 
success rates and Kappa coefficient calculation. 

Since the 15 meteorological stations employed for the temporal validation were uniformly distrib-
uted across the territory (Figure 1), their results must be used to characterize the performances of 
the algorithm developed and applied in the present work. 

Hence, these results are comparable with those obtained in other studies using similar methods. 
Voigt et al. (15), for instance, found that the results of their approach applied to the Swiss territory 
agree with the observations on the ground in 86% of the cases. As for Romanov et al. (17), their 
threshold technique combining GOES (visible and infra-red sensor) and SSM/I (passive micro-
waves) data succeeded in mapping the snow cover extent over North America with a success rate 
of 85%. Also, Appel & Bach (18) developed and applied a threshold algorithm for snow detection 
over Germany using NOAA-AVHRR with a success rate of 95%. 

Besides, due to the lack of cloud reference data, it was impossible to validate the classification 
results of clouds. Thus, the total success rate of the algorithm, which is 87% (Table 4), reflects only 
the performances of the algorithm according to snow and no-snow surface categories. If such vali-
dation data were available, this rate should be different from that illustrated in Table 4. The suc-
cess rate will vary then according to the possible classification success rate of clouds: If clouds are 
well identified, the total success rate would be higher than or equal to the current rate; if not, the 
performances would be weaker. 

The algorithm performances around the same 15 meteorological stations were also considered 
according to the land cover types (Table 4). The 15 meteorological stations were split into three 
land cover classes: forest, transition and open areas. The land cover types were derived from the 
land cover digital map of Canada produced by the Canadian Center of Remote Sensing which has 
a 1 km spatial resolution (19). As envisaged, the classification algorithm yields better results in 
open area than under forest. This is mainly due to the fact that the presence of a more or less 
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dense forest cover darkens more or less the snow-covered pixels and masks the subjacent snow. 
Consequently, the pixel is dominated by the spectral signature of forest to the detriment of snow 
which results in a higher classification precision of the snow class in open area (95%) compared to 
forest (89%). The algorithm shows intermediate performances in transition areas. 

Table 4: Classification results of all retained AVHRR images compared with snow observations at 
15 validation meteorological stations, according to land cover types. 

Classification results Forest (8 sites) : 
1986, 1991 and 1998 Snow No snow Cloud† Total Omission Success 

Snow 194 25  219 11% 89% 
No snow 34 186  220 15% 85% 
Cloud   461 461   

Ground  
observations 

Total 228 211 461 900   87% 
Commission 15% 12%   Kappa=0.73 

Classification results Transition (2 sites) : 
1986, 1991 and 1998 Snow No snow Cloud† Total Omission Success 

Snow 89 17  106 16% 84% 
No snow 3 41  44 7% 93% 
Cloud   131 131   

Ground  
observations 

Total 92 58 131 281   87% 
Commission 3% 29%   Kappa=0.71 

Classification results Open area (5 sites) :  
1987, 1992 and 1999 Snow No snow Cloud† Total Omission Success 

Snow 196 11 0 207 5% 95% 
No snow 20 28 0 48 42% 58% 
Cloud 0 0 368 368   

Ground  
observations 

Total 216 39 368 623   88% 
Commission 9% 28%   Kappa=0.57 

† : In the absence of ground observations on the cloud cover, pixels classified as clouds were not included in 
success rates and Kappa coefficient calculation. 

The validation results according to land cover types agree with previously published results on the 
subject (5,20,21,22): snow detection is easier in open area than under forest, where trees mask 
the signal of subjacent snow. However, here too, the validation was affected by a slight bias. In-
deed, the decreasing density gradient of the forest has a north-south direction which is practically 
the same for the increasing duration of the winter season. Consequently, in open areas, the no-
snow class was underrepresented which would explain the lower classification success rate for this 
surface category (Table 4). 

In addition, the classification results of AVHRR images were compiled on a dozen basins over the 
province of Quebec. We present here only those of the Lac-Saint-Jean basin (81,000 km2) (Figure 
1). The basin area was cut out on the simulation grid (45x45 km) of the CRCM. Figure 4 gives the 
percentage of the basin occupied by each of three surface categories (here, only the 1998-1999 
season’s results are presented). For certain dates, the image did not cover the whole area of the 
basin. Consequently, the sum of the percentages of the basin occupied by each of the three 
classes is lower than 100%. In spite of the presence of a rather important cloudy cover (particularly 
in the autumn images) it is possible to locate the dates of the beginning of the snow cover setting 
and melting periods over the basin (Figure 4). For example, on May 05, 1999, nearly 50% of the 
Lac-Saint-Jean basin was still covered with snow. These results thus showed the capacity of the 
classification algorithm to monitor the temporal evolution of the snow cover at the watershed level. 
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Figure 4: Classification results compiled over the Lac-Saint-Jean basin for the 1998-1999 period. 
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CONCLUSIONS 

The objective of this work was to develop a simple procedure of space-time monitoring of snow 
cover over the province of Quebec using AVHRR images. The classification algorithm used herein 
was inspired by published classification techniques. This algorithm is based on sequential hierar-
chical thresholds in order to classify the AVHRR images into three surface categories: snow, no-
snow and clouds. They were established empirically and they are consequently specific to the 
Quebec conditions. The algorithm was calibrated and validated over three winter seasons: 1998-
1999, 1991-1992 and 1986-1987. The classification results were validated at the temporal and 
spatial levels using ground observations.  

Compared to snow occurrence observations on ground, the algorithm correctly identifies snow/no-
snow-covered pixels with a total precision of 87%. The algorithm permits to detect the presence of 
snow with an average precision of 90% and surfaces without snow with an average precision of 
82%. It should be noted that the performances of the algorithm in spring and autumn are compara-
ble. Also, the algorithm detects the presence of snow in open areas with a higher accuracy than in 
forest. In addition, the algorithm makes it possible to locate the beginning of the periods of forma-
tion and snow melt at the basin scale particularly under clear sky conditions. Also, the results 
showed that it is possible to seize the climatic differences between the three studied periods ac-
cording to differences in the duration of winter seasons. It enables the inter-annual dynamics and 
the spatial variations in the establishment and the disappearance of snow cover to be seized as 
well. Therefore, the results show that the procedure developed in this work represents a suitable 
tool for the space-time monitoring of snow cover.  

Furthermore, the application of the developed procedure was often limited by the presence of per-
sistent cloud cover. In order to increase the size of the territory under cloud-free conditions, we will 
explore the potential of weekly composite snow cover extent maps made up of daily classified 
AVHRR images. We will also apply a procedure to merge the snow cover extent maps obtained 
using AVHRR data with those obtained using the passive microwave sensor SSM/I. This proce-
dure will permit to combine the high spatial AVHRR resolution with the capacity of the SSM/I sen-
sor to penetrate clouds. 
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