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ABSTRACT 
Landscape fragmentation is quite dominant in Mediterranean regions and poses significant prob-
lems in semi-automatic satellite image classification methods. The issue is somewhat alleviated 
when high spatial resolution data are used, allowing the production of detailed classification 
schemes, using either pixel- or object-based classification methods. 

The main objective of this research is the comparison of classification methods for Land Use/Land 
Cover (LU/LC) mapping using high spatial resolution data provided by the FORMOSAT-2 satellite. 
Three pixel-based and an object-based classification approaches are evaluated; the pixel-based 
methods employing the Support Vector Machine (SVM), Maximum Likelihood (ML), and Artificial 
Neural Network (ANN) algorithms, and the object-based classification using the Nearest Neighbour 
classifier. 

All three methods were assessed and compared to each other with respect to the overall and indi-
vidual accuracy of their classification results, in order to determine the most efficient method. The 
comparison was made both in terms of overall classification accuracy as well as in terms of indi-
vidual class identification accuracy. The differences in the performance of each classification 
method are discussed. 

INTRODUCTION 
Landscape fragmentation is a threat to sustainable ecosystem management in the Mediterranean 
region (1). It represents the alteration in the composition and spatial arrangement of landscape 
elements, consequently affecting population and ecosystem processes (2,3). The classification of 
remotely sensed images is an important asset for the determination of Land Use and/or Land Cov-
er (LU/LC) information (4,5).  

Among the most popular and widely used classification algorithms is the Maximum Likelihood (ML) 
classifier (6,7,8,9,10,11,12,13,14,15). Limitations while using the ML classifier lie in the difficulty 
of integrating spectral data with ancillary data as well as in the fact that unbalanced distribution of 
training samples could introduce errors to the image classification procedure (11). To overcome 
such issues, non-parametric classification techniques such as Artificial Neural Network (ANN), 
Support Vector Machine (SVM), and Nearest Neighbour (NN) within an Object Based classification 
approach have been introduced recently (9,16,17,18,19). 

,24). 

ANN has emerged as an important tool for classification. Its success is based on the utilisation of 
non-linear models, which make neural networks flexible in modelling real-world multifaceted rela-
tionships (20). Detailed descriptions of the definitions of the ANN parameters with reference to 
their concepts, algorithms, as well as their potentials and limitations are mentioned in (21,22,23
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SVM has proved to be a theoretical superior machine learning methodology (25) with interesting 
results in pattern recognition, particularly for supervised classification of high-dimensional data sets 
(9,10,13,17,18,25,26,27,28,29). SVM functions by non-linearly projecting the training data to a 
feature space of higher dimensions, using a kernel function. This results in a data set separable by 
a linear classifier. This process enables the classification of remote sensing data sets, which are 
usually not linearly separable. Classification in high-dimension feature spaces often results in over-
fitting of the data, while at the same time it is controlled through the principle of structural risk min-
imization in SVM (30). More comprehensive descriptions of the operation of the method may be 
found in (25,31,32). 

In contrast to pixel-based classification methods, object-based classification first aggregates image 
pixels into spectrally homogenous image objects via an image segmentation algorithm, and then 
classifies the resulting individual objects (33). In fact, the main advantage of Object Based Image 
Analysis (OBIA) is the combination of the spectral information with spatial and topological charac-
teristics (33). Literature contains numerous studies that demonstrate both the advantages and the 
limitations of the approach (34,35,36,37,38,39,40,41,42,43). 

A comparison of the four classification methods for LU/LC mapping using FORMOSAT-2 imagery 
was performed, providing results that can support decision making and optimize users’ feedback. 
The classification performance of each method is subsequently discussed. 

METHODS 
Test site  
The study area is the Akrotiri peninsula in North-West Crete, Greece (Figure 1). It lies at the centre 
of a broad low-slope plateau at 35°30′0″ N latitude and 24°04′00″ E longitude. The study area has 
a widely patchy landscape with a mean altitude of approximately 750 m above sea level. The cli-
mate is typically Mediterranean, characterized by a mean monthly temperature varying from 
22.8°C to 13.9°C, and a mean monthly precipitation ranging between 11.4 and 93.5 mm during the 
summer and winter seasons, respectively. The land cover in the study area is highly fragmented 
and principally used for agriculture and other anthropogenic activities, such as small-scale industry, 
while the areas of natural vegetation consist mainly of phrygana, dominated by shrublands (44). 

 
Figure 1: The study area location. 
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The LU/LC types of the study area 
The Mediterranean LU/LC types may be reflected in the nomenclature of the Corine Land Cover 
(2006) (CLC 2006) according to the following table: 

Table 1: Corine Land Cover (2006) Levels and the associated classes. 

CLC_C LEVEL1 Abr* LEVEL2 Abr LEVEL3 Abr 

111 
Artificial 
surfaces AS Urban fabric UF 

Continuous 
urban fabric CUF 

112 
Artificial 
surfaces AS Urban fabric UF 

Discontinuous 
urban fabric DUF 

123 
Artificial 
surfaces AS 

Industrial, commercial 
and transport units ICTU Port areas PA 

124 
Artificial 
surfaces AS 

Industrial, commercial 
and transport units ICTU Airports A 

131 
Artificial 
surfaces AS 

Mine, dump and con-
struction sites MDCS 

Mineral extrac-
tion sites MES 

141 
Artificial 
surfaces AS 

Artificial, non-
agricultural vegetated 
areas ANAVA 

Green urban 
areas GUA 

211 
Agricultural 
areas Aareas Arable land AL Arable land AL 

241 
Agricultural 
areas Aareas 

Heterogeneous agri-
cultural areas HAA HAA HAA 

223 
Agricultural 
areas Aareas Permanent crops PC Olive groves OG 

231 
Agricultural 
areas Aareas Pastures P Pastures P 

323 

Forest and 
semi natural 
areas FSNA 

Scrub and/or herba-
ceous vegetation 
associations SHVA 

Sclerophyllous 
vegetation SV 

321 

Forest and 
semi natural 
areas FSNA 

Scrub and/or herba-
ceous vegetation 
associations SHVA 

Natural grass-
lands NG 

331 

Forest and 
semi natural 
areas FSNA 

Open spaces with 
little or no vegetation OS 

Beaches, 
dunes, sands BDS 

332 

Forest and 
semi natural 
areas FSNA 

Open spaces with 
little or no vegetation OS Bare rocks BR 

333 

Forest and 
semi natural 
areas FSNA 

Open spaces with 
little or no vegetation OS 

Sparsely vege-
tated areas SVA 

523 
Water bod-
ies WB Marine waters MW Sea and ocean SO 

       * Abr stands for “Abbreviation” and CLC_C stands for “Corine Land Cover Code”. 

The third level of CLC (2006) is considered to be descriptive enough for the study area. The classi-
fication scheme used herein included sixteen classes, written in bold letters in the table above. 

Available data  
FORMOSAT-2 is a Taiwanese satellite, operational since May 2004 on a sun-synchronous orbit, 
with an on-board Remote Sensing Instrument (RSI). RSI provides high spatial resolution images 
(a) of 8 m in the multispectral mode, in four narrow spectral bands ranging from 0.45 µm to 0.90 
µm (blue (B), green (G), red (R) and near-infrared (NIR)), and (b) of 2 m in panchromatic mode 
(45). The multispectral bands of FORMOSAT-2 imagery (25 Apr 2009) were used, since it pre-
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sents a good compromise between high spatial and temporal resolution, and relative low acquisi-
tion budget (10). The image was georeferenced to the Geographic Lat/Lon projection system under 
the Datum WGS-84 using ENVI software package version 4.7. In addition, the image was radi-
ometrically calibrated to the top of the atmosphere radiance and subsequently atmospherically 
corrected using the FLAASH module in ENVI software. 

In order to estimate the Leaf Area Index (LAI), first, the Normalized Difference Vegetation Index 
(NDVI) was calculated from the FORMOSAT-2 image following Eq. (1): 

           −
=

+
NIR RNDVI
NIR R

       (1) 

Using the results of (46), LAI was computed by Eq. (2):  

              −
= −

0.881.323 ln
0.714

NDVILAI       (2) 

The authors (46) used this equation, which links NDVI with LAI using in situ NDVI measurements 
that show a very good fitness between NDVI and LAI according to a negative exponential function 
(r2 = 0.987). Their work was applied in an evergreen scrub oak ecosystem in Florida. However, due 
to the differences between the evergreen scrub oak and the tested ecosystem in the current study, 
a hypothesis is made about the suitability of the second equation for the latter. 

Training and validation data 
For the collection of the training sites (Table 2), random sampling was performed within the study 
area, selecting numerous samples to ensure that all classes were adequately represented (47,48). 
According to (49) and (50) a minimum of 10P to 30P pixels per class should be used for the training 
set, where P is the number of bands used. For instance, in the current study, random selection was 
made through FORMOSAT-2 image with a mean of 299 pixels per class. The selection of the train-
ing sets was based on the spectrally purest pixels per class, based on visual on-screen inspection. 

Validation points were generated through stratified random sampling on the thematic product map 
produced by SVM using the linear kernel on image composition B (see next chapter). Multinomial 
distribution was chosen in this study to determine the number of validation sites required, since it 
provided the adequate sample size for generating an error matrix (48). The following Eq. (3) was 
used to determine the necessary sample size:  

          
( )

2
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n

b
− Π

=
Π

      (3) 

Where n is the sample size generated, iΠ  ( 1,...,i )k=  is the proportion in category i, bi represents 
the absolute precision of the sample and B is determined from a Chi-square table with one degree 
of freedom and 1 . The result of the equation was a mean of 65 points per class, and hence, 
a total of 1,046 points were generated, sufficient for statistically significant results (48). A total of 57 
points were selectively referenced in the field. The remaining validation points were identified using 
the panchromatic band of FORMOSAT-2 in combination with Google Earth’s high resolution image 
for the area, dated 13 Aug 2009 (Table 2). 

/a k−

The spectral separability of the training and validation data sets was examined by a Jefferies-
Matusita and transformed divergence separability tests (51). The spectral separability of a selected 
point was calculated for each set in reference to a number of spectral channels of the input image. 
The Region Of Interest (ROI) separability analysis demonstrated that some classes (artificial sur-
face classes, natural grassland and heterogeneous agricultural areas, olive groves and sclerophyl-
lous vegetation) have a low separability index (less than 1), but when the NDVI and subsequently 
LAI were incorporated as additional input bands, the separability index increased. 

Sea and Ocean class accounted for more than 84% of the surface of the image with uniform spectral 
distribution. Therefore it was masked out and excluded from the accuracy assessment procedure. 
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Overall accuracy expresses a quantification of the overall accuracy of classification and is expressed in 
terms of percentage. The kappa coefficient (K) expresses the proportionate reduction in error gener-
ated by a classification process, compared with the error of a completely random classification (52,53). 

Table 2: Validation and distribution of training points among classes. 

Validation points 
classes 

Identified via image analysis Via points from the field 
Training points 

AL 62 2 462 
BDS 9 0 61 
BR 82 0 658 

CUF 114 0 920 
DUF 20 0 77 
GUA 8 5 75 
HAA 83 0 191 
MES 20 0 85 
NG 46 10 333 
OG 69 13 457 
P 5 0 15 

PA 5 0 75 
SH-SVA 6 0 164 

SO 0 0 219 
SV 150 21 684 

SVA 290 6 395 
airport 20 0 170 
Total 989 57  

Final Total 1046 5041 
 
C
Two approaches were teste

lassification procedure  
d in the current study, the pixel-based and the object-based classifica-

f the FORMOSAT-2 image (Blue, 

ighest probability of membership (54). Unlike ML, ANN 

tions. For the pixel-based approach the Support Vector Machine (SVM), Artificial Neural Network 
(ANN) and the Maximum Likelihood (ML) algorithms were employed, and for the object-based 
classification the Nearest Neighbour (NN) algorithm was used. 

Initially, four bands were used in the classification scheme o
Green, Red, and Near infrared) (image composition A). A second image composition was subse-
quently generated by stacking the NDVI layer with the four original spectral bands of FORMOSAT-
2 image (image composition B). A third image composition was created by combining both LAI and 
NDVI layers with the four spectral bands of FORMOSAT-2 image (image composition C). This was 
decided in order to gain an insight into the sensitivity of the overall ML and SVM results to the band 
combination used as input in their parameterization stages. Secondly, it would allow us to identify 
the band combination to be used for the final comparison between the four classifiers chosen in 
this study, SVM, ANN, ML, or OBIA (NN). 

ML allocates a pixel to the class with the h
provides an alternative to traditional statistical classification approach, as it is more flexible and may 
map nonlinearity among variables without assumptions about the data (55). Multi-layered feed-
forward ANN was applied by a logistic activation function, which was implemented to classify the 
FORMOSAT-2 imagery. ANN was introduced using a training threshold contribution value of 0.9, a 
training rate of 0.2, a training momentum of 0.9 and a training root-mean-square error (RMSE) exit 
criteria of 0.1. The number of training iterations was set to 1,000, and one hidden layer was used. 
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SVM has been developed on a solid base of statistical learning theory (30), and it is considered to be 
an original learning algorithm for neural networks, which absolutely avoids the problem of layer number 
selection and hidden unit numbers (9). In the present study, a multiclass SVM pair-wise classification 
strategy was applied. A number of studies have indicated that the kernel selection is important for the 
performance of the SVM classifier (10,13,56). Three kernel functions were used in the present study:  

Linear function:     ( ), T
i j i jk x x x x=      (4) 

Polynomal function:   ( ) ( ), T
i j i jx yx x r ; 0k x γ= + >

(
    (5) 

Radial basis function (RBF):   ) ( )2
, exp , ;i j i jk x x x xγ 0γ= − >     (6) 

where parameter γ  exists in all kernels except for the linear kernel, d is the polynomial degree, and 
r is the bias term in the polynomial kernel. Parameters γ , d and r are defined by the user following 
the trial and error iteration procedure, as their correct definition significantly increases the accuracy 
of the SVM solution. In this study, parameterizations were based on results of previous studies 
(10,13,26) as well as on trial and errors tests which are not presented here. 

OBIA presents a methodological framework for machine-based interpretation of complex classes, 
defined by spectral, spatial, and structural, as well as hierarchical properties (57,58). In the current 
paper, the classification was performed using the eCognition software package (version 7) with the 
standard Nearest Neighbour classifier. The training objects were selected using the overlay rule of 
the randomly distributed pixels as described in the section Training and validation data. A hierar-
chical classification strategy was followed using initially the first level of CLC (2006) in order to 
break down the image on four major classes, namely agriculture areas, water body (WB), artificial 
surface, forest and seminatural areas, including the class of shadowed sparsely vegetated areas 
(SH-SVA). Then a more detailed segmentation and classification were performed for each class of 
the first level except WB and SH-SVA, which remain the same across all CLC (2006) levels. 

The multiresolution segmentation of the first level was performed with a small-scale factor of 45 
and shape and compactness values of 0.1 and 0.9, respectively, followed by a factor of 31 and 
shape and compactness values of 0.2 and 0.8 for the second level. All the spectral bands of FOR-
MOSAT-2 image were used in this process adding the NDVI and LAI layers. The band ratios “band 
Red / band Near Infra Red”, “band Green / band Red”, and “band Red / band Green” were used 
complementarily to discriminate the CLC (2006) third level classes. 

RESULTS 
The results are presented as follows:  

a) Selection of the best performing kernel for SVM classifier in comparison with the most 
popular and widely used ML classifier using image composition A and the three levels of 
CLC (2006) class categories;  

b) Image composition selection by the application of ML and the best performing kernel from 
(a) on all CLC (2006) levels;  

c) Comparison among the four classifiers, namely ML, ANN, SVM, and OBIA (NN) using the 
resulting selection of the image composition and the best performing kernel to be imple-
mented in the SVM classifier. 

Kernel selection  
Overall classification of FORMOSAT-2 image composition A using either the ML or the SVM classi-
fier with the three different kernels proved to be quite accurate, but slightly different (for results see 
Table 3). The three levels of CLC (2006) class categories were used in this process. In the CLC 
(2006) first level, the three kernels produced the same results with 77% and 0.5493 for the overall 
accuracy assessment and K, respectively, whereas 73.83% and 0.577 were registered for ML. In 
the CLC (2006) second level, kernels demonstrated somewhat different results with the polynomial 
kernel reaching 75.72% and 0.6877 for overall accuracy assessment and K, respectively, and the 
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lowest results were registered by ML with 59.2% and 0.5111. The CLC (2006) third level, which 
was used in later steps, showed best performance of the RBF kernel against the other kernels and 
ML classifier with 79.2% and 0.7564 as overall accuracy assessment and K, respectively. Only 
62.35% and 0.5718 were achieved by ML. That could be explained by the fact that SVM defines 
decision boundaries between classes using support vectors instead of statistical attributes, which 
depend on the number of training sites used. 

Table 3: Overall accuracy assessment results and Kappa coefficient for ML and SVM classifiers for 
the three levels of CLC (2006) using image composition A (B, G, R, and NIR). 

CLC (2006)_level 1 
  ML SVM-Linear_K* SVM-Polynomial_K SVM-RBF_K 
Overall Accuracy 73.83% 77.00% 77.00% 77.00% 
Kappa Coefficient 0.5777 0.5493 0.5493 0.5493 

CLC (2006)_level 2 
  ML SVM-Linear_K SVM-Polynomial_K SVM-RBF_K 
Overall Accuracy 59.20% 69.85% 75.72% 74.62% 
Kappa Coefficient 0.5111 0.6043 0.6877 0.6709 

CLC (2006)_level 3 
 ML SVM-Linear_K SVM-Polynomial_K SVM-RBF_K 
Overall Accuracy 62.35% 77.67% 76.43% 79.20% 
Kappa Coefficient 0.5718 0.7378 0.7246 0.7564 

                * K stands for kernel type 

According to the results analysed in Table 3, the RBF kernel demonstrated the best performance in 
the third level of CLC (2006), while the polynomial kernel performed better in the second level. 
Since the CLC (2006) third level is considered to be descriptive enough for the study area, the RBF 
kernel is selected for further analysis. 

Image composition selection 
SVM produced higher classification accuracy in comparison to ML in all the three levels of CLC 
(2006) with significant results in terms of overall accuracy and kappa coefficient, especially for the 
second and third levels (Table 4). 

Table 4: Overall accuracy assessment results and Kappa coefficient for ML and SVM classifier for 
the three image compositions (A, B and C). 

CLC (2006)_level 1 
  ML(A)* ML(B)* ML(C)* SVM(A) SVM(B) SVM(C) 
Overall Accuracy 73.83% 78.05% 71.28% 77.00% 77.60% 78.07% 
Kappa Coefficient 0.5777 0.6342 0.5421 0.5493 0.5547 0.5633 

CLC (2006)_level 2 
  ML(A) ML(B) ML(C) SVM(A) SVM(B) SVM(C) 
Overall Accuracy 59.20% 61.68% 62.12% 74.62% 73.16% 72.56% 
Kappa Coefficient 0.5111 0.529 0.5333 0.6709 0.6508 0.6405 

CLC (2006)_level 3 
  ML(A) ML(B) ML(C) SVM(A) SVM(B) SVM(C) 
Overall Accuracy 62.35% 66.54% 64.82% 79.20% 82.94% 87.42% 
Kappa Coefficient 0.5718 0.6152 0.5938 0.7564 0.8005 0.8521 

           *Note: (A), (B), and (C) stand for image composition A, B, and C, respectively 
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Out of the three levels of CLC (2006) and the three image compositions A, B, and C tested by ML 
and SVM, image composition C coupled with SVM produced the highest classification accuracy 
followed by  image composition B and then image composition A. Following these results, image 
composition C, was selected for further analysis. 

Classification accuracy comparison for the four classifiers 
Table 5 shows the accuracy assessment results for the four classifiers using image composition C 
with the producer and user accuracies, as well as overall accuracy and kappa coefficient. The 
classified images are shown in Figure 2. According to the results, SVM showed a better overall 
performance as compared to OBIA (NN), ANN, and ML classifiers. 

Table 5: Accuracy assessment results for the four classifiers using image composition (C). 

Abr* ML SVM (RBF) ANN OBIA (NN) 

Class Prod.Acc** 
% 

User.Acc 
% 

Prod.Acc 
% 

User.Acc 
% 

Prod.Acc 
% 

User.Acc 
% 

Prod.Acc 
% 

User.Acc 
% 

AL 81.25 77.61 100 94.12 68.75 95.65 100 82.05 
BDS 100 47.37 100 75 100 45.45 75 54.55 
BR 72.29 59.41 92.77 87.5 95.18 73.15 92.77 88.51 

CUF 24.35 52.83 94.78 69.43 94.78 62.29 94.78 68.99 
DUF 25 19.23 15 100 0 0 75 88.24 
GUA 38.46 55.56 46.15 85.71 0 0 0 0 
HAA 39.76 64.71 74.7 86.11 79.52 58.41 95.18 54.48 
MES 80 27.12 40 100 40 100 75 88.24 
NG 53.57 62.5 87.5 71.01 54.55 51.72 85.71 90.57 
OG 80.49 62.26 92.68 90.48 92.68 56.3 98.78 90 
P 16.67 7.69 0 0 0 0 100 50 

PA 100 15.63 60 100 7 20 60 100 
SH-SVA 100 100 100 85.71 100 85.71 83.33 55.56 

SV 64.91 85.38 92.98 95.21 44.44 96.2 81.87 66.35 
SVA 82.09 81.82 94.93 93.98 81.76 80.67 44.93 96.38 

airports 50 31.25 25 100 0 0 80 84.21 
Overall 

Accuracy 64.82% 87.42% 71.07% 76.05% 

Kappa 
Coefficient 0.5938 0.8521 0.6616 0.7281 

Best per-
forming 

classifiers 

4 out of 
16*** 

1 out of 
16 

8 out of 
16 

9 out of 
16 

4 out of 
16 

3 out of 
16 

7 out of 
16 

5 out of 
16 

*Abr stands for abbreviation, **Prod Acc and User Acc stand for producer accuracy and user accuracy, respectively.  *** 
“4 out of 16” stands for the example that the ML classifier was more successful in discriminating four classes out of six-
teen than the other classifiers were, as shown by the producer accuracy results. 

The SVM classifier achieved the highest accuracy among other classifiers by taking into account 
the good agreement, proved by the K value, and the number of classes successfully segregated in 
both user and producer accuracies. Higher classification accuracies were noticed for agricultural 
areas than for forest and seminatural areas, and finally for artificial surfaces. However, SVM was 
not so accurate when classifying classes like pastures, a fact which may be accounted to the in-
ability of the SVM to transform non-linear decision boundaries in a high-dimensional space, in case 
of low a number of training sites. Another plausible reason for its failure could be the low number of 
validation pixels. The class of pastures is represented by few sparse patches within the study area. 
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The same results were noticed with ANN. OBIA (NN) and ML, however, succeeded to demonstrate 
better classification results in this case.  

 
Figure 2: LU/LC classification maps for the four used classifiers, SVM, ML, ANN, and OBIA (NN), 
respectively. 

OBIA (NN) performed better than both classifiers ANN and ML, which is shown in Table 5, with 
good overall agreement. In addition, it succeeded in discriminating artificial surfaces with the high-
est overall accuracy. Moreover, sparsely vegetated areas, bare rocks and natural grasslands clas-
ses, belonging to the forest and seminatural areas class, were similarly or more successfully dis-
criminated by OBIA (NN) compared to the other classifiers, which shows the potential of the meth-
od to gain benefit from the extra added layers, especially LAI, in order to set apart the subclasses 
of forest and seminatural areas (Table 4 and 5). Further processing, not included here for simplicity 
reasons, supports former statements. However, OBIA (NN) did not accurately classify the green 
urban areas class, which may be due to the inability of the classifier to separate that class spec-
trally. The field visit proved that green urban areas and sclerophyllous vegetation classes consist of 
similar vegetation types, which could be the main reason for their confusion. 



EARSeL eProceedings 11, 2/2012 117 

Unlike SVM and OBIA (NN), the overall performance of ANN was 71.07% with a good agreement 
shown by the K value of 0.66. Higher producer classification accuracy was noticed among beach 
dune sands, bare rocks, continuous urban fabric, olive groves, and sparsely vegetated areas clas-
ses. On the other hand, ANN performed poorly in classifying discontinuous urban fabric, green 
urban areas, pastures, and airport classes. The artificial surface classes were confused with each 
other, especially continuous urban fabric, discontinuous urban fabric, and airports, which may be 
due to the fact that only one hidden layer was used and also due to the similar spectral signature of 
the artificial surface classes. Thus, despite the implementation of extra layers in addition to the 
original four bands of FORMOSAT-2, ANN could not benefit from the spectral information added by 
those layers. 

The ML overall accuracy result was 64.82% with moderate agreement shown by the K value of 
0.59. Only three classes were discriminated with best success using ML, which are AL, SV, and 
SVA. In addition, ML produced high rates of commission errors that show the misclassification of 
similar spectral classes like OG and HAA, as well as artificial surface classes. Furthermore, ML 
succeeded in distinguishing MES and PA classes, even with small accuracy, within the other clas-
ses. Those classes are characterised by small patches, if compared to the whole study area sur-
face. Like ANN, the performance of ML improved by approximately 2% in comparison with the 8% 
of SVM, which indicates, that the introduction of the extra layers of LAI and NDVI did not increase 
the mapping accuracy. This is mostly attributed to the confusion among agriculture areas and arti-
ficial surface classes. 

For SVM, ANN, and OBIA (NN) classifiers, mineral extraction sites and port areas had extremely 
low producer accuracies and 100% user accuracies, which indicated that a very small number of 
pixels were correctly classified as these classes. This could be explained by the small areas repre-
senting those classes and by the discriminative potential of those classifiers towards artificial sur-
face classes, especially by OBIA (NN). In addition, it was noticed that the shadowed SVA class 
was generally classified with 100% accuracy. This indicates that all classifiers tested show a high 
spectral discrimination capability for this class.  

DISCUSSION  
In this study, two assumptions were made. The first related to SVM’s kernel parameterization, 
which was based on (10,13 and 32) studies, showing the potential to generate good overall accu-
racies. The second, related to the LAI equation fitness for the study area ecosystem, similarly to 
the evergreen scrub oak ecosystem presented by (46), which was proved to be of use for the test-
ed ecosystem in the current study. 

Among the kernels used in this study, the RBF kernel generated the best overall accuracy by per-
forming better than the polynomial and the linear ones. Similar results were produced by (10) using 
TM data for LU/LC classification testing SVM kernels, RBF and Polynomial. 

The incorporation of the NDVI layer in addition to the four spectral bands was beneficial with a 
substantial increase of almost 5% in the overall accuracy results and even more with the addition 
of the LAI layer, particularly with SVM. Similar results were found by (10) with an improvement in 
the classification accuracy when more layers were included in addition to the original spectral 
bands of the TM image (6 bands plus NDVI) instead of using red, near infrared bands and the 
NDVI layer. This result underlines the benefit of using more layers for deriving land cover informa-
tion. 

Results demonstrated that OBIA (NN) performed better than ML. In agreement with this study’s 
results, IKONOS image data sets were analysed for two urban locations by (56) using two ap-
proaches, a pixel-based one using ML and an object-based one using fuzzy classification. Signifi-
cant misclassification errors among the spectrally similar urban land cover types were noticed with 
the ML classifier, but they were overcome with the object-based classification yielding an increase 
in accuracy of 11%.  Moreover, (40) attest the results of the current study towards using ML and 
OBIA (NN) focusing on the issue of confusion between spectrally similar classes. They focused on 
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three indiscernible classes, namely sparse forest, recent cut block, and barren classes. Compara-
ble results were found by (38,43) dealing with the OBIA (NN) and ML classifiers. 

The differences between the SVM product and the other classifier products are quite significant 
due to its capability of locating an optimal separating hyperplane, which concords with (13), who 
applied SVM for land cover classification of the Gebze district in Turkey using Landsat ETM+ and 
Terra ASTER images. Results showed that the SVM classifier, especially with the use of the RBF 
kernel, outperforms ML. Similar results were registered with (10) using TM and MODIS remotely 
sensed data, where SVM outperformed ANN, ML and the Decision Tree. In addition, (19) used 
DAIS hyperspectral data combined with SVM (RBF), ANN, ML and they confirmed the above.  

A significant increase of agreement was noticed when increasing the degree of thematic details in 
the CLC (2006) map by aggregating to level 3 for the SVM classifier. That result disagrees with 
(59) findings, since the opposite was found when the classification results of an Alpine Monitoring 
project were compared to the respective land cover maps from the CLC program. 

CONCLUSION 
The present study was a comparative performance experiment of the popular classifiers ML, ANN, 
SVM, and OBIA (NN) for LU/LC mapping of a typical Mediterranean fragmented landscape. SVM 
outperformed the other three classifiers, especially when coupled with the RBF kernel. It dealt with 
the complex classification scheme with higher success and accuracy than the other non-parametric 
classifiers, even with a wide number of classes that exceeded the number of classes identified 
within similar studies (19,22,57). The incorporation of additional dependent layers, together with 
the four spectral bands of FORMOSAT-2 imagery, as input for the classification algorithms has 
improved the performance of the SVM (RBF) classifier.  

Unlike SVM, it seems that ML application achieved a lower mapping accuracy. The other classifi-
ers also showed good performance, proving their strengths in discriminating specific classes. OBIA 
(NN) has exclusively succeeded in dealing with artificial surfaces with high accuracy compared to 
the other classifiers and with less accuracy for the agricultural areas, forest and seminatural areas 
classes. Significant errors were noticed among the spectrally similar artificial surface classes using 
ML. Moreover, ANN succeeded in classifying agricultural areas and FSNA classes, while ML suc-
ceeded in essentially discriminating arable land, sclerophyllous vegetation, and sparsely vegetated 
areas classes. 

To sum up, landscape fragmentation posed a significant challenge to the classifiers and ap-
proaches utilized. The results demonstrated the capability of specific classifiers to efficiently extract 
LU/LC information from the FORMOSAT-2 image. The best performing classifier (SVM) is recom-
mended for operational use under similar frame conditions. Further investigations are anticipated 
to promote this finding across wider areas. 
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